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FIG, 2B
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FIG. 2C
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FIG. 3

SEARCH QUERY PERFORMED AND DETERMINATION OF THE
MODE OF A SAFE SEARCHING OPTION
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FIG.4
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IDENTIFYING OFFENSIVE CONTENT
USING USER CLICK DATA

RELATED APPLICATION DATA

[0001] This application is related to and claims the benefit
of priority from Indian Patent Application No. 2836/DELNP/
2006, entitled “Identifying Offensive Content Using User
Click Data,” filed Dec. 29, 2006 (Attorney Docket Number
50269-0882), the entire disclosure of which is incorporated
by reference as if fully set forth herein.

FIELD OF THE INVENTION

[0002] The present invention relates to Internet searching
and, more specifically, to identifying potentially offensive
content related to Internet searching.

BACKGROUND

[0003] As the amount of media content, such as images,
videos and sound files, proliferates on the Internet, users have
begun to rely more heavily on Internet search engines to
locate and view content in which they are interested. Web
sites such as Yahoo and Google offer the capability to search
for links to content on the Internet that is deemed relevant to
a search query, such as web pages and multimedia, among
other categories. In response to a query, the web site perform-
ing the search query may display content extracted from other
web sites in addition to links to content.

[0004] One problem faced by web sites that ofter multime-
dia search capability is the likelihood of displaying content or
returning results linking to multimedia content that could be
categorized as inappropriate or offensive. For example, a user
searching for images or movies containing live concert foot-
age for a particular celebrity may not desire to see nude
pictures of the celebrity along with live concert photographs.
[0005] One approach to screening out content that may be
inappropriate or offensive is to use automated tools to identify
the content in an image or other multimedia content. One
drawback to automated approaches is that the definition of
what is inappropriate or offensive is very difficult to describe
to a machine. For example, a cartoon containing an image of
a religious figure may be perfectly acceptable to people who
do not subscribe to that religion, but offensive to people who
do. Traditional automated techniques for identifying offen-
sive content, as described further below, would likely not be
able to flag the cartoon as offensive with any degree of accu-
racy

[0006] One automated approach to identifying offensive
images that may be returned in response to a search query is
to detect the presence of large amounts of human skin in an
image. The rationale behind this approach is that porno-
graphic images and other types of sexually inappropriate
images contain bare skin. A drawback to this approach is the
large number of false positives; for example, a family photo-
graph taken at a beach, where the family members are wear-
ing bathing suits, would not qualify as pornographic, but may
be identified as a pornographic image because of the high
amount of skin content in the image. Also, this approach is
very resource intensive with regard to processor usage and
time.

[0007] Another automated approach to determining
whether content returned in response to a search query is
inappropriate is for any text associated with the content, such
as captions, tags, or any text displayed in proximity to the
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content, to be scanned for particular words that may indicate
inappropriate content. For example, an image with the words
“nude” or “sexy” associated with the image may be flagged as
inappropriate, and an image with inappropriate words asso-
ciated with the image may likewise be flagged. A problem
with this approach is that the text may not indeed by associ-
ated with the particular image, or an inappropriate image or
video may have nonoffensive text associated with it in a
deliberate attempt to thwart these approaches.

[0008] Another approach is for human editors to manually
screen all content that may be returned in response to a search
query and flag items that are inappropriate. This offers a
higher degree of accuracy over the automated approaches,
because humans are generally effective at identifying inap-
propriate content, but this approach is not efficient and relies
on human biases that may not be true in all parts of the world
where users are searching for content.

[0009] Therefore, an approach for identifying potentially
inappropriate content that may be returned in response to an
Internet search, which does not experience the disadvantages
of the above approaches, is desirable. The approaches
described in this section are approaches that could be pur-
sued, but not necessarily approaches that have been previ-
ously conceived or pursued. Therefore, unless otherwise indi-
cated, it should not be assumed that any of the approaches
described in this section qualify as prior art merely by virtue
of their inclusion in this section.

DESCRIPTION OF THE DRAWINGS

[0010] The present invention is illustrated by way of
example, and not by way of limitation, in the figures of the
accompanying drawings and in which like reference numer-
als refer to similar elements and in which:

[0011] FIG. 1 is a block diagram of a system according to
an embodiment of the invention;

[0012] FIG. 2A is a block diagram illustrating an example
of'a web page by which a user or agent may perform Internet
search queries in accordance with an embodiment;

[0013] FIG. 2B is a block diagram illustrating an example
of displaying search query results on a web page according to
an embodiment;

[0014] FIG. 2C is a block diagram illustrating an example
embodiment for setting parameters for a safe searching
option according to an embodiment;

[0015] FIG. 3 is a flowchart illustrating the functional steps
of designating content as a particular type using user click
data according to an embodiment;

[0016] FIG. 4 is a flowchart illustrating the functional steps
of designating content as a particular type using user click
data according to an embodiment; and

[0017] FIG.5isablock diagram of'a computer system upon
which embodiments of the invention may be implemented.

DETAILED DESCRIPTION

[0018] In the following description, for the purposes of
explanation, numerous specific details are set forth in order to
provide a thorough understanding of the present invention. It
will be apparent, however, that the present invention may be
practiced without these specific details. In other instances,
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well-known structures and devices are shown in block dia-
gram form in order to avoid unnecessarily obscuring the
present invention.

Functional Overview

[0019] Techniques are provided for designating an item as
being of a particular type when the item has been returned in
response to a search and selected after being returned, by
identifying which mode, of a plurality of modes, in which the
search engine was operating when the search query was made
or when the item was selected.

[0020] According to an embodiment, items are returned in
response to a search that was performed while the search
engine was operating in a particular mode of a plurality of
modes. One if the items is selected, such as being clicked on,
and an indication is made that the item was selected from
results provided by a search performed while the search
engine was in the particular mode. For each mode, the number
of times the item has been selected, either within a defined
period or total, is determined and based on the determination,
the item is designated as a particular type.

[0021] According to an embodiment, the mode of a safe
searching option provided by a search engine is determined.
Items are provided in response to a search wherein each item
may be associated with a unique identifier and the safe search-
ing option is in a particular mode. Input is received compris-
ing a selection of one of the items, the input and the safe
searching mode is associated with the selected item, and for at
least one mode of the safe searching option, the number of
times the item has been selected is determined. Based on the
determination, the item is designated as a particular type.
[0022] According to an embodiment, input is received
comprising a search query that was performed while the
search engine was operating in a particular mode of a plurality
of modes. An indication that the search query was received
while the particular mode was in operation is recorded, and
the number of times the search query was received in at least
one of the modes is determined, and based on the determina-
tion, the search query is designated as a particular type.
ARCHITECTURAL OVERVIEW

[0023] FIG.1is ablock diagram of a system 100 according
to an embodiment of the invention. Embodiments of system
100 may be used to identify potentially offensive content in
accordance with an embodiment of the invention.

[0024] In the embodiment depicted in FIG. 1, system 100
includes client 10, server 120, storage 130, user click data
140, content data 150, association data 152, session index
data 154, and an administrative console 160. While client 10,
server 120, storage 130, and administrative console 160 are
each depicted in FIG. 1 as separate entities, in other embodi-
ments of the invention, two or more of client 110, server 120,
storage 130, and administrative console 160 may be imple-
mented on the same computer system. Also, other embodi-
ments of the invention (not depicted in FIG. 1), may lack one
or more components depicted in FIG. 1, e.g., certain embodi-
ments may not have a administrative console 160, may lack a
session index 154, or may combine one or more of the user
click data 140, content data 150, association data 152, and a
session index data 154 into a single index or file.

[0025] Client 110 may be implemented by any medium or
mechanism that provides for sending request data, over com-
munications link 170, to server 120. Request data specifies a
search query that may contain terms about which the user
desires to find content on the Internet.
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[0026] The server, after processing the request data, will
transmit to client 10 response data that returns content iden-
tified as relevant for a particular query. While only one client
110 is depicted in FIG. 1, other embodiments may employ
two or more clients 110, each operationally connected to
server 120 via communications link 170, in system 100. Non-
limiting, illustrative examples of client 10 include a web
browser, a wireless device, a cell phone, a personal computer,
apersonal digital assistant (PDA), and a software application.
[0027] Server 120 may be implemented by any medium or
mechanism that provides for receiving request data from cli-
ent 10, processing the request data, and transmitting response
data that identifies the content identified as relevant for a
particular query to client 110.

[0028] Storage 130 may be implemented by any medium or
mechanism that provides for storing data. Non-limiting, illus-
trative examples of storage 130 include volatile memory,
non-volatile memory, a database, a database management
system (DBMS), a file server, flash memory, and a hard disk
drive (HDD). In the embodiment depicted in FIG. 1, storage
130 stores the user click data 140, content data 150, associa-
tion data 152, and session index data 154. In other embodi-
ments (not depicted in FIG. 1), the user click data 140, content
data 150, association data 152, and session index data may be
stored across two or more separate locations, such as two or
more storages 130.

[0029] User click data 140 represents data recording each
time a user clicks on content returned in response to a search.
According to an embodiment, this is a user click log and is
accomplished by recording the click and associating the click
with the unique identifier associated with the item clicked
upon, as described further herein. For example, if a search
returns a link to a web page and an image, and the user clicks
on the image, the user click data 140 will record that the
particular image was clicked. If the user then returns to the
search results and clicks the link to a web page, the user click
data 140 will record that the particular link was clicked.
Content data 150 represents data that may be returned in
response to a search. According to an embodiment, the con-
tent data 150 is indexed to provide faster retrieval in response
to a search query. Each item in content data 150, whether it be
a link, image, video, audio file, or other data, has a unique
identifier associated with the item and has an “offensive” flag
associated with the item. For example, an image is stored in
content data 150 along with its unique identifier and a flag that
indicates whether the image should be returned in response to
a search when the search is performed with an option to filter
out offensive results. Association data 152 may serve as a
primary or secondary storage for the associations described
herein, for example the unique identifier associated with an
item in the content data 150 or the “offensive” flag associated
with an item in the content data 150, or the associations
between a user click stored in user click data 140 and the
content clicked upon stored in content data 150. Session
index data 154 is an index that may be used to determine
which content data 150 and what queries was requested and/
or made by a particular user.

[0030] Administrative console 160 may be implemented by
any medium or mechanism for performing administrative
activities in system 100. For example, in an embodiment,
administrative console 160 presents an interface to an admin-
istrator, which the administrator may use to add to, remove or
modify data in the user click data 140, add to, remove or
modify content from the content data 140, add to, remove or
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modify data in the association data 152, or create an index
(such as session index 154) on storage 130, or configure the
operation of server 120.

[0031] Communications link 170 may be implemented by
any medium or mechanism that provides for the exchange of
databetween client 110 and server 120. Communications link
172 may be implemented by any medium or mechanism that
provides for the exchange of data between server 120 and
storage 130. Communications link 174 may be implemented
by any medium or mechanism that provides for the exchange
of data between administrative console 160, server 120, and
storage 130. Examples of communications links 170, 172,
and 174 include, without limitation, a network such as a Local
Area Network (LAN), Wide Area Network (WAN), Ethernet
or the Internet, or one or more terrestrial, satellite or wireless
links IDENTIFYING OFFENSIVE CONTENT USING
USER CLICK DATA

[0032] FIG. 2A is a block diagram 200 illustrating an
example of a web page through which a user or agent may
perform Internet search queries in accordance with an
embodiment. FIG. 2A illustrates a page at www.yahoo.com.
A search input area 202 is displayed in which a user may type
terms comprising a search query. For example, in FIG. 2A,
the term “baseball” is displayed in the search input area 202,
representing the term for which the user desires to search. By
selecting the terms “Web” 204, “Images” 206, “Video” 208
and the like, a user may restrict the results returned in
response to the search to particular types of items, such as
links to web pages, image data, and video data. In the example
illustrated in FIG. 2A, when the search button 210 is acti-
vated, results satisfying the search query “baseball” will be
located and displayed to the user.

[0033] FIG. 2B is a block diagram 220 illustrating an
example of displaying search query results on a web page
according to an embodiment of the invention. In FIG. 2B, the
search button 210 has been activated with the search term
“baseball” in the search input area 202 and the search
restricted to images, although the search could have been
unrestricted to any particular data type or restricted to a type
such as video or audio data, as described above.

[0034] According to an embodiment, the search results 250
comprise a display of images obtained from a web page, and
the images may comprise links to the original location of the
image. According to an embodiment, a safe searching option
is provided whereby items that are deemed offensive, for
example pornography, are not returned in response to a
search. In FIG. 2B, this option is designated “SafeSearch”
and a link 260 is provided to set parameters for the
“SafeSearch” option; for example, to turn “SafeSearch” on or
off. While the option to filter Internet search results based on
the potential presence of offensive content is referred to
herein as “SafeSearch” or a safe searching option, it should be
understood that these terms are for illustrative purposes only
and should not be construed as a limitation upon any embodi-
ment of the invention.

[0035] FIG. 2C is a block diagram 270 illustrating an
example embodiment for setting parameters for a safe search-
ing option. By receiving user input, the option to exclude
potentially offensive results from search queries may be acti-
vated for all searches 272, activated for a subset of data types
274, or deactivated 276. According to an embodiment, a
SafeSearch option is enabled by default and may be disabled
in response to user input.
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[0036] According to an embodiment, the SafeSearch
option is a flag associated with a search query that determines
whether content, such as links to web pages, text, images,
video data and audio data identified as potentially offensive,
are returned as a result of a search query. According to an
embodiment, content is flagged as being potentially offensive
and this flag is checked when the content is identified as
responsive to a search query. If the SafeSearch option is
activated, and the content is flagged as being potentially
offensive, then the content is filtered out of the search results
prior to the results being presented. According to an embodi-
ment, user input may be received to override the filtering of
search results. If a SafeSearch option is deactivated, then no
filtering of the search results is performed and the content is
not checked to determine the status ofthe flag associated with
the content that identifies the content as being potentially
offensive.

[0037] According to an embodiment, a user is presented
with a web page displaying the results of a search query. This
web page may comprise one or more types of content, such as
hyperlinks to web pages or digital images that may be dis-
played in full or thumbnail view and may also serve as a
hyperlink to the original image data on the Internet, such as on
aweb page. For example, in FIG. 2B, auser may click on the
image 252 identified as “baseball.jpg” to view the image on
the web page where it was originally displayed. Similarly, a
user may click on a link returned in response to a web query.
In response to this click on the “baseball jpg” image 252, ora
click on any content returned in response to a search, the click
is stored and associated with the content being clicked.
According to an embodiment, each piece of content returned
in response to a search 250 has a unique identifier associated
with the content, whether it be a hyperlink, an image, a video,
or other data. This allows the number of times a piece of
content has been clicked to be calculated.

[0038] According to an embodiment, the number of times a
particular piece of content has been clicked with a SafeSearch
option activated and deactivated is stored in a user click log.
This information about the content clicked when a
SafeSearch option was activated and the content users clicked
when a SafeSearch option was deactivated is stored. Accord-
ing to an embodiment, this information is used to automati-
cally identify potentially offensive content by analyzing the
information to determine if the content has been clicked many
times with a SafeSearch option off rather than on, thereby
resulting in a greater probability that the content is likely to be
potentially offensive.

[0039] According to an embodiment, it is assumed that
users have a higher probability of clicking on content that is
potentially offensive when a SafeSearch option is deactivated
than when a SafeSearch option is activated. This assumption
is strengthened when a SafeSearch option is activated by
default for all Internet searches, so that a user must explicitly
deactivate the SafeSearch option in order to receive a larger
set of results that may include more content that is potentially
offensive. Not all potentially oftensive content may be filtered
by activating a SafeSearch option, so there will still be clicks
on potentially offensive material with a SafeSearch option
activated. If a user desires to search for potentially offensive
content, for example pornography, then better search results
will be obtained by deactivating a SafeSearch option because
no content will be filtered.

[0040] According to an embodiment, a factor is calculated
that indicates whether content is potentially offensive. This



US 2008/0162540 Al

factor may be expressed for each piece of content capable of
being uniquely identified as “alpha (S, NS)”, where alpha is a
function, such as a simple ratio or a more complicated func-
tion, S is the number of clicks the content received after being
presented as part of a set of search results where a SafeSearch
option was activated, and NS is the number of clicks the same
content received after being presented as part of a set of search
results where a SafeSearch option was deactivated. This fac-
tor results in a score value that is used to designate the content
as potentially offensive or not.

[0041] According to an embodiment, this approach will
identify most content that has already been identified as
potentially offensive and will also identify content that is
nonoffensive yet receives clicks when a SafeSearch option is
deactivated. According to an embodiment, an upper threshold
U and lower threshold L is used to address the former and
latter case.

[0042] According to an embodiment, based on the score
value, content is designated as potentially offensive or poten-
tially flagged for further review by a human editor or by an
automated process to determine whether the content is offen-
sive or not. An embodiment of the approach allows a fully
automated approach or combination of an automated and
manual approach to identifying potentially offensive content
that does not suffer from the disadvantages as discussed
herein.

[0043] According to an embodiment, the approaches
described herein may be used to determine whether a search
query is potentially offensive or will return results including
potentially offensive content. For example, each query is
stored and associated with a unique identifier, or queries that
are substantially similar may be grouped together and asso-
ciated with a unique identifier. The number of times the query
has been executed with a SafeSearch option activated and
deactivated is stored and processed as described herein.
According to an embodiment, any content, whether it be a
query, text, image data, video data or other data, may be
determined to be potentially offensive where the number of
times the data is selected or trackable input is received asso-
ciated with the content can be stored and identified as occur-
ring with a SafeSearch option activated or deactivated.
[0044] According to an embodiment, when a potentially
offensive query is received, feedback may be provided to a
user, in the form of text displayed on a display, for example,
that the user has entered a query which may return potentially
offensive results, and if the user desires to receive the poten-
tially offensive results, then the user should deactivate the
SafeSearch option. According to an embodiment, digital
images returned in response to a query identified as poten-
tially offensive are likely to be potentially offensive and may
be identified as such as a result of the approaches described
herein.

[0045] FIG. 3 is a flowchart 300 illustrating the functional
steps of identifying potentially offensive content based on
user click data according to an embodiment of the invention.
The particular sequence of steps illustrated in FIG. 3 is merely
illustrative for purposes of providing a clear explanation.
Other embodiments of the invention may perform all or a
subset of the various steps of FIG. 3 in parallel or in a different
order than that depicted in FIG. 3.

[0046] Initially, in step 310, an Internet search query is
performed and results provided whereby a safe searching
option, herein known as SafeSearch, is in one of several
modes is provided. According to an embodiment, a safe
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searching option is associated with a search engine and the
search engine or the safe searching option operates in one of
several possible modes. For example, one mode may be
designed to filter out offensive content, while another mode
may be to not filter content. While embodiments have been
described in association with filtering offensive content,
another embodiment may include the search engine or an
associated option operating in alternate modes such as a
“shopping” mode and a “research” mode, wherein items may
be browsed in one or more of the possible modes. According
to an embodiment, the number of clicks an item receives
while the search engine or associated option is in a one mode,
such as a shopping mode, may be compared with the number
of clicks an item receives while in another mode, such as a
research mode, and by comparing the respective clicks, the
item may be designated as a particular type.

[0047] According to an embodiment, each piece of content
comprising the results is associated with a unique identifier.
In step 315, items are returned in response to a search, where
each item is associated with a unique identifier as described
herein and the search is performed while the search engine or
safe searching option is in a particular mode. In step 320,
input is received comprising a click, or selection, of one of the
pieces of content comprising the results. For example, in
response to a query, a set of images or links may be returned,
each image and/or link capable of being selected by a mouse
click, keyboard input, or other input. If input associated with
one of the pieces of content is received; for example, one of
the images is clicked on, then the image may be displayed at
full size or the user may be taken to a web page where the
image was originally displayed. According to an embodi-
ment, the content returned as a result of a search query is
stored and indexed on a server that is not the actual server
where the content is stored. For example, an image may be
retrieved by a “web spider” process or indexing process and
stored for use in response to queries, because to open connec-
tions to every server on which a query result is stored in order
to display the result would be inefficient.

[0048] In step 330, the input and mode of operation is
associated with the selected item. For example, the unique
identifier of the content clicked upon is stored along with the
mode of the search engine or safe searching option that was
active when the search was performed. According to an
embodiment, user click logs are stored and associated to a
piece of content, such as an image data file, by a unique
identifier. Because each piece of content has a unique identi-
fier, it may be accessed each time the content is clicked in
response to a search along with whether the SafeSearch
option is on or off. According to an embodiment, each click
on a piece of content returned in response to a query is stored
along with whether the SafeSearch option was activated or
not. These numbers are associated with the content. In step
340, for each possible mode of operation, the number of times
the item has been selected is determined.

[0049] In step 350, the item is designated as a particular
type based on the number of times the item has been selected
in one or more of the various modes. For example, a first
number of times the content has been clicked with the
SafeSearch option activated and a second number of times the
content has been clicked with the SafeSearch option deacti-
vated is analyzed and used to determine a third number.
According to an embodiment, this third number is a score
value. According to an embodiment, this is accomplished by
processing the number of times the content has been clicked
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with the SafeSearch option activated and the number of times
the content has been clicked with the SafeSearch option deac-
tivated through a function. According to an embodiment, the
function could be a simple ratio; for example, the number of
times the content has been clicked with the SafeSearch option
activated as the numerator and the number of times the con-
tent has been clicked with the SafeSearch option deactivated
as the denominator, or the number of times the content has
been clicked with the SafeSearch option activated or deacti-
vated as the numerator and the total number of times the
content has been clicked as the denominator.

[0050] Because content that has received three clicks could
have the same ratio as content with 3000 clicks, it may be
desirable to normalize the function so as to reflect the assump-
tion that the more clicks tracked for a piece of content, the
more accurate the designation will be. Therefore, according
to an embodiment, the function could be: R=U/(U+8S), where
R is the ratio, U is the number of times the content has been
clicked with the SafeSearch option deactivated (representing
offensive clicks), and S is the number of times the content has
been clicked with the SafeSearch option activated (represent-
ing nonoffensive clicks). Given that A=(U+S), then a score
value may be calculated by the following: SCORE=log(log
(A)*log (2*R)), where log is a logarithniic function.

[0051] According to an embodiment, the function or func-
tions may be adjusted automatically or based on user input to
provide a stricter or less strict determination of what content
is potentially offensive.

[0052] For example, the third number, such as a ratio or
score value, is used to determine whether the content is poten-
tially offensive, and if so, then the content is designated as
potentially offensive. Based on the result, the content could
be designated as potentially offensive and/or identified for
further analysis, for example by a human. According to an
embodiment, the ratio is a number between 0 and 1, and the
ratio is compared to a threshold value ranging from O to 1. If
the ratio is higher than the threshold, then the content is
designated as offensive.

[0053] As an example, if a particular piece of content has
been clicked 2000 times with the SafeSearch option activated
and 1000 times with the SafeSearch option deactivated (for a
total of 5000 clicks), one ratio would be 2000/3000, or
approximately 0.67. The 0.67 could be the score value, or the
0.67 could be used to determine a score value, for example as
described in paragraph 49. Assuming the 0.67 is the score
value, and a specified threshold is defined as any ratio under
0.85 should designate the piece of content as nonoffensive,
then the piece of content will be designated as nonoffensive
and data reflecting this designation will be stored with the
content, for example in a flag associated with the content.
According to an embodiment, if a piece of content is desig-
nated as being potentially offensive, then a flag is associated
with the content and is checked in response to the content
being identified as relevant to a query. Ifthe flag is on, and the
SafeSearch option is activated, then the content will be fil-
tered from the search results prior to being presented.

[0054] FIG. 4 is a flowchart 400 illustrating the functional
steps of identifying potentially offensive content based on
user click data according to an embodiment of the invention.
The particular sequence of steps illustrated in FIG. 4 is merely
illustrative for purposes of providing a clear explanation.
Other embodiments of the invention may perform all or a
subset of the various steps of FIG. 4 in parallel or in a different
order than that depicted in FIG. 4.
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[0055] Initially, in step 410, items are returned in response
to a search that was performed while the search engine was
operating in one of a plurality of modes. For example, one of
the modes may be to attempt to filter offensive material, while
another mode may be not to filter out offensive material. The
modes should not be so limited, however, as any type of mode
is envisioned wherein the mode may be associated with a
search and associated with items clicked on as a result of the
search. In step 420, input is received selecting one ofthe items
returned as a result of the search. For example, a mouse click
on an item such as an image or hyperlink, or keyboard input
selecting an item, or any other type of activity whereby a
particular item is chosen or activated.

[0056] Instep 430, an indication that the selected item was
selected from results of a search performed while the search
engine was in a particular mode is determined and recorded.
The results may be saved to storage and associated with the
selected item. For example, each click or selection may be
stored in a “click log” from which it is capable of determining
which click was received on which item and which mode was
operational at the time.

[0057] In step 440, the number of times the item has been
selected is determined for at least one of each possible mode
of operation. According to an embodiment, the number of
times may be within a specified period or the total number of
times. The specified period may be user-defined, for example
in response to user input. For example, the number of clicks
on an item while the search engine was in a mode of filtering
potentially offensive content is determined and the number of
clicks on the same item while the search engine was in a mode
of not filtering potentially offensive content are determined.

[0058] According to an embodiment, the determination
may include comparing the number of times the selected item
has been selected while the search engine or safe searching
option was operating in one or more particular modes to the
total number of times the item has been selected or the num-
ber of times the selected item has been selected while the
search engine or safe searching option was operating in one or
more particular modes, and based on the comparison, the item
may be designated as a particular type, such as offensive. For
example, the search engine or safe searching option may have
four available modes, A, B, C, and D. The number of times an
item is clicked while the search engine is operating in modes
A and B may be compared to the total number of times the
item has been clicked, or the number of times an item is
clicked while the search engine is operating in modes C and
D. Any number of variations is envisioned.

[0059] According to an embodiment, the determination
may include calculating a ratio of the number of times the
selected item has been selected while the search engine or
safe searching option was operating in one or more particular
modes to the total number of times the item has been selected,
and based on the ratio, the item may be designated as a
particular type, such as offensive. For example, the ratio may
be compared to a baseline value or the ration of another item.

[0060] According to an embodiment, the determination
may include comparing the number of times the selected item
has been selected while the search engine or safe searching
option was operating in one or more particular modes to the
total number of times the item has been selected or the num-
ber of times the selected item has been selected while the
search engine or safe searching option was operating in one or
more particular modes, and based on the comparison, calcu-
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lating or determining a score value that may be compared to
another score value or a threshold value.

[0061] According to an embodiment, the determination
may include processing the number of times the selected item
has been selected while the search engine or safe searching
option was operating in one or more particular modes and the
total number of times the item has been selected or the num-
ber of times the selected item has been selected while the
search engine or safe searching option was operating in one or
more particular modes, through a function. According to an
embodiment, the input of the function, the output of the
function, or the function may be smoothed, such as applying
a logarithmic function or other type of alteration.

[0062] Instep 450, based on the determination, the selected
item is designated as a particular type; for example, poten-
tially offensive or not. The item may be designated as requir-
ing further analysis, for example by a human, in order to
determine a particular characteristic of the item. Based on the
determination, the item may be removed from a particular
category, such as offensive, or flagged as offensive where
before it was not so flagged. As an example, the item may be
designated as a particular type based on the output of a func-
tion, calculating or determining a score value that may be
compared to another score value or a threshold value, or
simply based on a value.

Implementing Mechanisms

[0063] FIG.5 isablock diagram that illustrates a computer
system 400 upon which an embodiment of the invention may
be implemented. Computer system 500 includes a bus 502 or
other communication mechanism for communicating infor-
mation, and a processor 504 coupled with bus 502 for pro-
cessing information. Computer system 500 also includes a
main memory 506, such as a random access memory (RAM)
or other dynamic storage device, coupled to bus 502 for
storing information and instructions to be executed by pro-
cessor 504. Main memory 506 also may be used for storing
temporary variables or other intermediate information during
execution of instructions to be executed by processor 504.
Computer system 500 further includes a read only memory
(ROM) 508 or other static storage device coupled to bus 502
for storing static information and instructions for processor
504. A storage device 510, such as a magnetic disk or optical
disk, is provided and coupled to bus 502 for storing informa-
tion and instructions.

[0064] Computer system 500 may be coupled viabus 502 to
a display 512, such as a cathode ray tube (CRT), for display-
ing information to a computer user. An input device 514,
including alphanumeric and other keys, is coupled to bus 502
for communicating information and command selections to
processor 504. Another type of user input device is cursor
control 516, such as a mouse, a trackball, or cursor direction
keys for communicating direction information and command
selections to processor 504 and for controlling cursor move-
ment on display 512. This input device typically has two
degrees of freedom in two axes, a first axis (e.g., X) and a
second axis (e.g., y), that allows the device to specify posi-
tions in a plane.

[0065] The invention is related to the use of computer sys-
tem 500 for implementing the techniques described herein.
According to one embodiment of the invention, those tech-
niques are performed by computer system 500 in response to
processor 504 executing one or more sequences of one or
more instructions contained in main memory 506. Such

Jul. 3, 2008

instructions may be read into main memory 506 from another
machine-readable medium, such as storage device 510.
Execution of the sequences of instructions contained in main
memory 506 causes processor 504 to perform the process
steps described herein. In alternative embodiments, hard-
wired circuitry may be used in place of or in combination with
software instructions to implement the invention. Thus,
embodiments of the invention are not limited to any specific
combination of hardware circuitry and software.

[0066] The term “machine-readable medium” as used
herein refers to any medium that participates in providing
data that causes a machine to operation in a specific fashion.
In an embodiment implemented using computer system 500,
various machine-readable media are involved, for example, in
providing instructions to processor 504 for execution. Such a
medium may take many forms, including but not limited to,
non-volatile media, volatile media, and transmission media.
Non-volatile media includes, for example, optical or mag-
netic disks, such as storage device 510. Volatile media
includes dynamic memory, such as main memory 506. Trans-
mission media includes coaxial cables, copper wire and fiber
optics, including the wires that comprise bus 502. Transmis-
sion media can also take the form of acoustic or light waves,
such as those generated during radio-wave and infra-red data
communications. All such media must be tangible to enable
the instructions carried by the media to be detected by a
physical mechanism that reads the instructions into a
machine.

[0067] Common forms of machine-readable media
include, for example, a floppy disk, a flexible disk, hard disk,
magnetic tape, or any other magnetic medium, a CD-ROM,
any other optical medium, punchcards, papertape, any other
physical medium with patterns of holes, a RAM, a PROM,
and EPROM, a FLASH-EPROM, any other memory chip or
cartridge, a carrier wave as described hereinafter, or any other
medium from which a computer can read.

[0068] Various forms of machine-readable media may be
involved in carrying one or more sequences of one or more
instructions to processor 504 for execution. For example, the
instructions may initially be carried on a magnetic disk of a
remote computer. The remote computer can load the instruc-
tions into its dynamic memory and send the instructions over
a telephone line using a modem. A modem local to computer
system 500 can receive the data on the telephone line and use
an infra-red transmitter to convert the data to an infra-red
signal. Aninfra-red detector can receive the data carried in the
infra-red signal and appropriate circuitry can place the data
on bus 502. Bus 502 carries the data to main memory 506,
from which processor 504 retrieves and executes the instruc-
tions. The instructions received by main memory 506 may
optionally be stored on storage device 510 either before or
after execution by processor 504.

[0069] Computer system 500 also includes a communica-
tion interface 518 coupled to bus 502. Communication inter-
face 518 provides a two-way data communication coupling to
a network link 520 that is connected to a local network 522.
For example, communication interface 518 may be an inte-
grated services digital network (ISDN) card or a modem to
provide a data communication connection to a corresponding
type of telephone line. As another example, communication
interface 518 may be a local area network (LAN) card to
provide a data communication connection to a compatible
LAN. Wireless links may also be implemented. In any such
implementation, communication interface 518 sends and
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receives electrical, electromagnetic or optical signals that
carry digital data streams representing various types of infor-
mation.

[0070] Network link 520 typically provides data commu-
nication through one or more networks to other data devices.
For example, network link 520 may provide a connection
through local network 522 to a host computer 524 or to data
equipment operated by an Internet Service Provider (ISP)
526. ISP 526 in turn provides data communication services
through the world wide packet data communication network
now commonly referred to as the “Internet” 528. Local net-
work 522 and Internet 528 both use electrical, electromag-
netic or optical signals that carry digital data streams. The
signals through the various networks and the signals on net-
work link 520 and through communication interface 518,
which carry the digital data to and from computer system 500,
are exemplary forms of carrier waves transporting the infor-
mation.

[0071] Computer system 500 can send messages and
receive data, including program code, through the network
(s), network link 520 and communication interface 518. In the
Internet example, a server 530 might transmit a requested
code for an application program through Internet 528, ISP
526, local network 522 and communication interface 518.
[0072] The received code may be executed by processor
504 as it is received, and/or stored in storage device 510, or
other non-volatile storage for later execution. In this manner,
computer system 500 may obtain application code in the form
of a carrier wave.

[0073] In the foregoing specification, embodiments of the
invention have been described with reference to numerous
specific details that may vary from implementation to imple-
mentation. Thus, the sole and exclusive indicator of what is
the invention, and is intended by the applicants to be the
invention, is the set of claims that issue from this application,
in the specific form in which such claims issue, including any
subsequent correction. Any definitions expressly set forth
herein for terms contained in such claims shall govern the
meaning of such terms as used in the claims. Hence, no
limitation, element, property, feature, advantage or attribute
that is not expressly recited in a claim should limit the scope
of'such claim in any way. The specification and drawings are,
accordingly, to be regarded in an illustrative rather than a
restrictive sense.

What is claimed is:

1. A method comprising performing a machine-executed
operation involving instructions, wherein the instructions are
instructions which, when executed by one or more proces-
sors, cause the one or more processors to perform certain
steps including:

returning items in response to a search that was performed

while the search engine was operating in a particular
mode of a plurality of operational modes;

receiving input comprising a selection of one of the items;

recording an indication that the selected item was selected

from results of a search performed while the search
engine was in the particular mode;

for each mode of the plurality of modes, determining the

number of times the item has been selected;

based on the determination, designating the selected item

as a particular type.
wherein the machine-executed operation is at least one of (a)
sending the instructions over transmission media, (b) receiv-
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ing the instructions over transmission media, (¢) storing the
instructions onto a machine-readable storage medium, or (d)
executing the instructions.

2. The method of claim 1 wherein the plurality of opera-
tional modes includes at least one of:

a mode that is designed to filter offensive material; and

a mode that is designed not to filter offensive material.

3. The method of claim 1 wherein the selected item is
designated as offensive.

4. The method of claim 1 wherein the selected item is
designated as requiring further analysis.

5. The method of claim 1 wherein the instructions which,
when executed by one or more processors, cause the one or
more processors to perform designating the item as a particu-
lar type include instructions for:

performing a comparison of the number of times the

selected item has been selected while the search engine
was operating in one of the particular modes of a plural-
ity of operational modes to the total number of times the
selected item has been selected;

based on the comparison, designating the selected item as

a particular type.

6. The method of claim 1 wherein the instructions which,
when executed by one or more processors, cause the one or
more processors to perform designating the item as a particu-
lar type include instructions for:

calculating a ratio comprising the number of times the

selected item has been selected while the search engine
was operating in one of the particular modes of a plural-
ity of operational modes divided by the total number of
times the selected item has been selected;

based on the ratio, designating the selected item as a par-

ticular type.

7. The method of claim 1 wherein the instructions which,
when executed by one or more processors, cause the one or
more processors to perform designating the item as a particu-
lar type include instructions for:

performing a comparison of the number of times the

selected item has been selected while the search engine
was operating in a set of one or more of the plurality of
operational modes to the total number of times the
selected item has been selected;

based on the comparison, designating the selected item as

a particular type.

8. The method of claim 1 wherein the instructions which,
when executed by one or more processors, cause the one or
more processors to perform designating the item as a particu-
lar type include instructions for:

performing a comparison of the number of times the

selected item has been selected while the search engine
was operating in a set of one or more of the plurality of
operational modes to the total number of times the
selected item has been selected;

based on the comparison, calculating a score value;

comparing the score value to a threshold value;

based on the comparison, designating the selected item as

a particular type.

9. The method of claim 1 wherein the instructions which,
when executed by one or more processors, cause the one or
more processors to perform designating the item as a particu-
lar type include instructions for:

processing the number of times the selected item has been

selected while the search engine was operating in one of
the particular, modes of a plurality of operational modes
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and the total number of times the selected item has been
selected through a function;

normalizing the function;

based on the normalized output of the function, designating

the selected item as a particular type.
10. The method of claim 1 wherein the items are digital
images.
11. The method of claim 1 wherein the items are hyper-
links.
12. A method comprising performing a machine-executed
operation involving instructions, wherein the instructions are
instructions which, when executed by one or more proces-
sors, cause the one or more processors to perform certain
steps including:
determining the mode of a safe searching option associated
with a search engine, wherein the safe searching option
is in one particular mode of a plurality of modes;

returning items in response to a search, wherein the search
is performed while the safe searching option is in one
particular mode of a plurality of modes;

receiving input comprising a selection of one of the items;

associating the input and the particular mode of the safe

searching option with the selected item;

for each at least one mode of the plurality of modes, deter-

mining the number of times the selected item has been
selected;

based on the determination, designating the selected item

as a particular type.
wherein the machine-executed operation is at least one of (a)
sending the instructions over transmission media, (b) receiv-
ing the instructions over transmission media, (c) storing the
instructions onto a machine-readable storage medium, or (d)
executing the instructions

13. The method of claim 12 wherein one mode of the
plurality of modes comprises a mode that is designed to filter
offensive material.

14. The method of claim 12 wherein the instructions which,
when executed by one or more processors, cause the one or
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more processors to perform determining the number of times
the item has been selected include instructions for:
calculating a first value comprising a ratio of the number of
times the item has been selected while the safe searching
option is in one particular mode of a plurality of modes
to the total number of times the selected item has been
selected;

comparing the first value to a second value;

based on the comparison, designating the item as a particu-

lar type.

15. A method comprising performing a machine-executed
operation involving instructions, wherein the instructions are
instructions which, when executed by one or more proces-
sors, cause the one or more processors to perform certain
steps including:

receiving input comprising a search query that was per-

formed while the search engine was operating in a par-

ticular mode of a plurality of operational modes;
recording an indication that the search query was received

while the search engine was in the particular mode;

for atleast one mode of the plurality of modes, determining

the number of times the search query was received;
based on the determination, designating the search query as
a particular type
wherein the machine-executed operation is at least one of (a)
sending the instructions over transmission media, (b) receiv-
ing the instructions over transmission media, (¢) storing the
instructions onto a machine-readable storage medium, or (d)
executing the instructions.

16. The method of claim 15 wherein a particular search
query is associated with a unique identifier and the instruc-
tions which, when executed by one or more processors, cause
the one or more processors to perform recording an indication
that the search query was received while the search engine
was in the particular mode include instructions for associat-
ing the associating the input and the particular mode of a
plurality of operational modes with the particular search

query.



